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Abstract
In this paper, we discuss a resume information ex-
traction system that extracts important information
from resumes such as career, and education details.
We model extraction of these details as a prob-
lem of extracting complex semantic relations where
each relation type has the following characteris-
tics: (i) it may have more than 2 entity arguments
(N-ary), (ii) argument entity mentions may span
multiple sentences (cross-sentence), and (iii) some
argument entity mentions may be absent (partial
mentions). Extraction of such complex semantic
relations is a challenging problem in general and
more so for resumes which can have lots of vari-
ations in contents and writing style. We propose a
novel approach for extraction of such complex rela-
tions which is based on sectioning a document into
meaningful chunks of consecutive sentences. Each
such chunk is expected to capture all the argument
entity mentions of a single N-ary cross-sentence re-
lation mention. Moreover, we jointly model the
tasks of extraction of entity mentions (as word-level
sequence labelling) and identification of sentence
chunks corresponding to a single relation mention
(as sentence-level sequence labelling). We evaluate
our approach on a dataset of 175 resumes and also
describe our deployment experience.

1 Introduction
Recruitment is a complex and important process in hu-
man resources (HR) management, responsible for attract-
ing, identifying and selecting qualified, suitably experienced,
and skilled personnel to meet the business needs of orga-
nizations. Resumes play an important role in recruitment.
Candidates give extensive details about themselves in their
resumes: personal details, education, work history, skills,
roles, projects, tasks handled, trainings, certifications, pub-
lications, patents, awards, achievements and much more.
There is tremendous variation in the structure, contents, and
styles of resumes, across languages, countries, functional ar-
eas (e.g., engineering, finance, marketing, sales, HR etc.),
and industrial domains (e.g, banking, IT, pharma, manu-
facturing etc.). Resumes are important not only for job

sites (e.g., monster.com), social networking sites (e.g.,
LinkedIn.com), but also the end employers (e.g., large
multinational IT company) which actually recruit people for
specific positions. Such organizations often collect large vol-
umes of resumes. Recruitment executives need to perform
several tasks that need a detailed analysis of information
present in resumes within a repository; e.g., making queries
on resume contents, creating a ranked shortlist of candidates
for a given job position, identifying experts etc.

Given the practical importance of resumes, it is not sur-
prising that there has been work in applying information ex-
traction (IE) techniques to resumes in a repository: [Yu et al.,
2005; Singh et al., 2010; Maheshwari et al., 2010; Celik and
Elci, 2012; Kumaran and Sankar, 2013; Chen et al., 2015;
Chen et al., 2018; Palshikar et al., 2018]. The goal is to
extract specific types of information from resumes and store
it in a structured repository (e.g., relational tables) for fur-
ther processing. A well-known formulation of information
in documents is in terms of entities and relations. An en-
tity type refers to a set of real-world objects, and an en-
tity mention refers to a specific instance of that entity type
that occurs in a document; e.g., PERSON, ORG, LOCATION,
DATE are entity types and Yann LeCun, University of
Toronto, Paris and July 8, 1960 are respective men-
tions of these entity types. Much of the information in
a resume can be thought of as mentions of various entity
types: EMPLOYER, DESIGNATION, DEGREE, INSTITUTE
etc. Many entity extraction techniques [Palshikar, 2012;
Li et al., 2020] have been developed, which can be applied
to extract such mentions from resumes.

A relation type defines a specific kind of semantic relation-
ship that may hold between two or more entity types and a
relation mention relates the mentions of corresponding entity
types in a document. E.g., the relation BORN IN may hold
between entities of type PERSON and LOCATION. Relations
serve to model complex and structured facts. While there has
been much work in extracting entity mentions from resumes,
there is relatively little work in applying relation extraction
techniques [Pawar et al., 2017] to resumes. In this paper,
we discuss a deployed resume information extraction system
that extracts two key types of semantic relations that occur
in resumes which cover education and career details. These
are complex relations of arity greater than 2 (N-ary), some
arguments may be missing in a particular relation mention



(partial mention) and all arguments of a mention need not
be in the same sentence (cross-sentence). To the best of our
knowledge this is the first paper that explores the use of rela-
tion extraction techniques for complex N -ary cross-sentence
partial relations in resumes. Relations are realized through
identification of chunks of consecutive sentences where each
chunk leads to extraction of a single relation mention. More-
over, we jointly model extraction of entity mentions and iden-
tification of such relation indicating sentence chunks. Here,
extraction of entity mentions is realized by word-level se-
quence labelling similar to traditional Named Entity Recog-
nition (NER). Identification of sentence chunks is realized
through sentence-level sequence labelling (where a document
is a sequence of sentences). The intuition is that the knowl-
edge of entity mentions in a sentence is useful for predicting
the sentence label as well as the knowledge of the sentence
label is useful for identifying entity mentions within that sen-
tence. To the best of our knowledge, this is the first attempt
where these two tasks of word-level sequence labelling and
sentence-level sequence labelling are being modelled jointly.

We extract the following two relation types: (i) CAREER –
a ternary relation indicating that the candidate has worked for
an Employer with a specific Designation for a specific Dura-
tion, (ii) EDU – a 4-ary relation indicating that the candidate
has obtained a Degree from an Institute in a specific YearOf-
Passing and with specific Marks. Table 1 shows a few exam-
ple relation mentions. Similarly, there are other relation types
of interest in resumes of IT professionals such as PROJECT
(which captures details of a particular project in terms of en-
tity mentions of types ProjectTitle, Client, Duration, Role, and
Skills used in the project) and CERTIFICATION (which cap-
tures details of a certification in terms of entity mentions
of types CertificationName, CertifyingInstitute, and Certifica-
tionYear). However, in this paper, we only focus on the rela-
tion types EDU and CAREER which are present in resumes
across various domains. We define one or more key entity
arguments of a relation type as pivot arguments. Any valid
relation mention cannot have missing entity mentions corre-
sponding to these pivot arguments. Degree and Employer are
pivot entity arguments for the mentions of EDU and CAREER,
respectively.

Till recently the problem of N-ary cross-sentence rela-
tion extraction received a little attention. A few recent ap-
proaches [Peng et al., 2017; Mandya et al., 2018; Jia et al.,
2019] propose deep learning based techniques for extracting
ternary cross-sentence relations, but these are not applicable
directly for our relations in resumes because: (i) partial re-
lation mentions with missing entity arguments are not con-
sidered. This is not applicable for our relations, e.g., for an
EDU relation mention, Marks may not be mentioned (2nd ex-
ample in Table 1) , (ii) Any candidate relation mention is cre-
ated such that entity mention arguments are spanned within
3 sentences or within a discourse structure like paragraph.
However, for resumes, entity mention arguments in a relation
mention can be spread farther than just 3 sentences. Also, be-
cause of arbitrary presence of blank lines, paragraph struc-
ture can not be defined easily for resumes. Moreover, all of
these N-ary cross-sentence relation extraction approaches as-
sume that the gold-standard entity mentions are already avail-

able. However, in practice, it is necessary to solve the end-
to-end problem where gold-standard entity mentions are not
available. Hence, we design a joint model for extracting en-
tity mentions as well as identifying relation mentions through
document sections. [Li et al., 2019] used multi-turn question
answering for extracting relations from resumes. However,
the proposed technique identifies relations from one sentence
at a time and hence can not extract cross-sentence relation
mentions. Also, their resume text resembles biographical de-
scription of people as against any arbitrarily structured re-
sumes in our case.

2 Problem Definition
We define the problem of extracting semantic relations as –

Input: Resume document Xtest

Output: List of entity mentions and relation mentions ex-
tracted from Xtest

Training regime: n training resumes {〈Xtrain
1 ,Lh1 ,Lv1〉,

· · · 〈Xtrain
n ,Lhn ,Lvn〉}. Lhi are the word-level labels (using

BIO encoding, e.g., B-Employer, B-Degree, I-Degree, O) for
each word in each sentence in Xtrain

i . Lvi are the sentence-
level labels (e.g., B-CAREER, B-EDU, I-EDU, O) for each sen-
tence in Xtrain

i (see Figure 1). The word-level labels capture
the information about entity mentions whereas the sentence-
level labels capture the information about sentence chunks
where each chunk of consecutive sentences covers a single
relation mention (tuple).

Optional Inputs: We assume that two independent entity
extraction techniques are available (described briefly in the
next section) - (i) Erules which identifies entity mentions us-
ing linguistic rules and gazetteers of known degrees, desig-
nations, employers and educational institutes. It does not re-
quire any training. (ii) ECRF which is a traditional CRF-
based entity extractor based on manually engineered fea-
tures [Lafferty et al., 2001]. It requires training data having
word-level annotations similar to Lhi .

3 Proposed Approach
We propose a document sectioning-based approach for ex-
traction of N-ary and cross-sentence relations. A document
is sectioned into meaningful chunks of consecutive sentences
such that each chunk is expected to capture complete details
about a single N-ary cross-sentence relation mention in terms
of the argument entity mentions. Our approach is based on a
joint neural model comprising of two sequence labelling lay-
ers – i) a horizontal BiLSTM-CRF layer over words in resume
sentences (similar to [Huang et al., 2015]), and ii) a vertical
BiLSTM-CRF layer over sentences in a resume (Figure 1).
Similar hierarchical LSTM based architecures has been re-
ported in the literature for various problems such as aspect-
based sentiment analysis [Ruder et al., 2016]. However, to
the best of our knowledge, ours is the first attempt which al-
lows predictions of two different sets of labels from two dif-
ferent levels of the hierarchical LSTM structure. The model
architecture is described below.



Relation type Relation mention

EDU 〈 MCA, 61.72 %, IGNOU, Dec 2004 〉
EDU 〈 Post Graduate Diploma in Business Management, NA, University of Pune, 2011 〉

CAREER 〈 GXX Infotech, 16th Oct 2011 - 22nd Jan 2014, Software Engineer 〉

Table 1: Examples of relation mentions of the relation types EDU (Degree, Marks, Institute, YearOfPassing) and CAREER (Employer,
Duration, Designation), occurring in the resume shown in Figure 1.

Figure 1: Overall architecture of our proposed technique. All the layers are not shown for better clarity. The entity mentions and their types
are highlighted using blue markers. Information about new lines and blank lines (using a special sentence <BLANK LINE>) within original
resumes is preserved.

Word representation: Each word in each sentence of a re-
sume is represented as a (dw + dp + de) dimensional vec-
tor which is a concatenation of dw-dim pre-trained word
vector (xw), dp-dim POS tag embedding of the word (xp)
and de-dim NER tag embedding of the word (xe). Here,
spaCy [Honnibal and Montani, 2017] is used for POS and
NER information, GloVe word embeddings [Pennington et
al., 2014] are used as pre-trained word vectors and POS and
NER embeddings are initialized randomly and fine-tuned dur-
ing training. Hence, overall representation of each word is:
x = [xw;xp;xe]

Horizontal layers: A complete resume is represented as
X ∈ RM×N×d where d = dw + dp + de is the overall di-
mension of word representation, N is maximum number of
words in a sentence in a resume and M is number of sen-
tences in the resume. Let Lh ∈ NM×N and Lv ∈ NM repre-
sent the gold-standard labels for words (for identifying entity
mentions) and sentences (for identifying sentence labels), re-
spectively. Each sentence in a resume is passed through a
bidirectional LSTM layer.

Hw, Hs = BiLSTMh(X) (1)

where Hw ∈ RM×N×2dh and Hs ∈ RM×2dh represent con-
text representation for each word and each sentence by the

horizontal BiLSTM layer, respectively. Here, dh is the num-
ber of hidden units in each direction of the horizontal BiL-
STM layer. Each word representation is then passed through
a feed-forward neural network layer.

H ′w = FeedForwardh(Hw) (2)

where H ′w ∈ RM×N×nE and nE is number of distinct entity
labels. We compute two losses for word-level predictions us-
ing the gold-standard entity labels – i) negative log likelihood
of the whole label sequence predicted by the CRF layer for
each sentence, and ii) cross-entropy loss for label predictions
at each word in each sentence. Both the losses are normalized
based on the number of words in the resume.

lhword−seq = CRFh
viterbi(ReLU(H ′w), Lh) (3)

lhper−word = CrossEntropy(Softmax(H ′w), Lh) (4)

Vertical layers: For vertical layers, a resume is treated as a
sequence of sentences where each sentence is represented by
a concatenation of two vectors. The first vector is the sentence
representation outputted by the horizontal BiLSTM layer for
each sentence - Hs. And the second vector represents the
presence of various entity types in the sentence. To capture
the entity types which are being predicted for each sentence,



we apply max-pooling over its word-level predictions.
HE = MaxPool(Softmax(H ′w)) (5)

Here, HE ∈ RM×nE will have values close to 1 correspond-
ing to the entity types which are being predicted for at least
one word in the sentence. Now, each sentence is represented
by concatenating the representation given by the horizontal
BiLSTM layer (Hs) and HE , and then fed into the vertical
BiLSTM layer.

H ′s = BiLSTMv([Hs;HE ]) (6)

H ′s ∈ RM×2dv represents context representation for each
sentence as outputted by the vertical BiLSTM layer. Here, dv
is the number of hidden units in each direction of the vertical
BiLSTM layer. Each sentence representation is then passed
through a feed-forward neural network layer.

H ′′s = FeedForwardv(H
′
s) (7)

where H ′′s ∈ RM×nS and nS is number of distinct sentence
labels. We compute two losses for sentence-level predictions
using the gold-standard sentence labels – i) negative log like-
lihood of the whole label sequence predicted by the CRF
layer for entire resume, and ii) cross-entropy loss for label
predictions at each sentence in the resume. Both the losses
are normalized based on the number of sentences in the re-
sume.

lvsent−seq = CRF v
viterbi(ReLU(H ′′s ), Lv) (8)

lvper−sent = CrossEntropy(Softmax(H ′′s ), Lv) (9)

Autoencoder component: Learning informative sentence
representations is key for our joint model because these are
fed to the vertical BiLSTM layer for predicting appropriate
sentence labels. Hence, we also introduce a reconstruction
loss using a sequence autoencoder. This autoencoder shares
the same horizontal BiLSTM as its encoder layer. Its decoder
LSTM accepts the sentence representation outputted by the
encoder layer (Hs) as input for each time step and tries to
reconstruct the original word representations.

X ′ = LSTMdecoder(H
e
s ) (10)

where He
s ∈ RM×N×2dh is an expanded view of Hs (rep-

resentation of each sentence is copied N times) and X ′ ∈
RM×N×d contains the re-constructed word representations
as outputted by the decoder LSTM layer. The re-construction
loss is computed using Mean Squared Error (MSE) averaged
over the number of words in the resume.

lAE = MSE(X ′, X) (11)

The total loss for the joint model is sum of all the individual
losses.

ltotal = lAE+lhword−seq+lhper−word+lvsent−seq+lvper−sent (12)

Training process: First, only the autoencoder component
is trained to optimize lAE on a large corpus of around 241,132
sentences in 2248 resumes, as this does not require any an-
notated dataset. Then, the horizontal BiLSTM-CRF layers
are trained to optimize for lAE + lhword−seq + lhper−word on
dataset of 1256 resumes which are annotated with only entity
labels. Finally, the complete joint model is trained to optimize
for ltotal using 642 resumes dataset which are annotated with
both entity as well as sentence labels.

Inference process: During inference, for a new resume
Xtest, it is passed through the joint model and the per-word
entity labels are obtained using the horizontal BiLSTM-CRF
layer using Viterbi decoding. Also, the per-sentence section
labels are obtained using the vertical BiLSTM-CRF layer us-
ing Viterbi decoding. Using these sentence-level section la-
bels, the sentence chunks for each relation type are identi-
fied. A relation mention of a relation type is formed for each
predicted sentence chunk for that type. If no pivot entity
mention exists within the chunk (Degree for EDU and Em-
ployer for CAREER), no relation mention is identified for that
chunk. Otherwise, a relation mention is formed by choosing
the highest confidence entity mention for each argument en-
tity type. Here, arguments other than the pivot entity types
may be absent within the chunk. Thus, our approach is able
to identify partial relation mentions with possibly empty en-
tity mentions for non-pivot arguments. Optionally, in addi-
tion to entity mentions identified by the joint model, we also
consider the entity extraction output of two entity extraction
models - Erules and ECRF . Hence, for forming relation tu-
ples, ensemble output of 3 entity extraction techniques (joint
model, Erules and ECRF ) is considered.

Pipeline model: We also explore a special case of our joint
model which is a pipeline model. Here, the horizontal and
vertical layers of the joint model are not trained simultane-
ously but trained in a sequential manner. First, only horizon-
tal layers are trained to learn an entity extractor. Then, only
vertical layers are trained to learn a sentence label identifier.
For the vertical layer, the input sentence representation is con-
structed in a similar manner as the joint model. The only
difference being that the part of the sentence representation
which represents the presence of entity types in a sentence
(HE) is constructed using predicted entity mentions given by
the entity extractor realized using the horizontal BiLSTM-
CRF layer. Here also, we consider an ensemble with the other
two entity extraction techniques - Erules and ECRF .

Rule-based entity extractor Erules: This is a rule-based
entity extractor which identifies entity mentions using lin-
guistic rules, gazetteers and combination of both. Here,
gazetteers are simply lists of known degrees, designations,
employers and educational institutes. The advantage is that
no annotated training data is needed, but it requires some
domain-expertise for designing linguistic rules and exter-
nal resources for gazetteers. For constructing gazetteers, in
addition to external public resources, we also use a semi-
supervised gazette creation algorithm which needs a small
set of seed examples and a large unlabelled resumes corpus.
These automatically created gazetteers require manual veri-
fication to remove incorrect entries. The linguistic rules use
certain linguistic properties of entity mentions of certain type
and their context to define extraction patterns using regular
expressions. Following are some examples of such patterns:

P1 (Bachelor|Master) of <NP> : This pattern
matches entity mentions of type Degree. Here, <NP>
matches any base noun phrase1.

1noun phrase which does not contain any other noun phrase



P2 work(ed|ing) at <NP1> as a <NP2> : This pat-
tern identifies entity mentions of types Employer and
Designation as <NP1> and <NP2>, respectively.

CRF-based entity extractor ECRF : This is a traditional
machine learning model which uses CRF [Lafferty et al.,
2001] for sequence labelling based on manually engineered
features. It assigns entity type labels for each word in a sen-
tence using BIO encoding (e.g., B-Employer, I-Degree, O) ex-
actly in a similar way as our joint model described earlier.
Following are some key features that this model uses for rep-
resenting any word w in a sentence S:
• w itself, root word (lemma) for w
• previous and next words for w
• Part-of-speech tag of w itself, previous and next words
• word structure of w, i.e., whether w is in upper case, lower
case or title case, whether it contains numeric characters, etc.
• word which is parent of w in the dependency tree of S, de-
pendency relation type with the parent word
• words which are children of w in the dependency tree of S
• boolean features indicating if w is the first or last word in S
• any verb which precedes or follows w in S

This is a supervised approach and it needs annotated sen-
tences for training where each word is labelled with an appro-
priate entity type indicating label.

4 Experimental Analysis
Dataset: We used 2248 resumes for training our sequence
auto-encoder, 1256 resumes for training ECRF and pre-
training of horizontal BiLSTM-CRF layer in our joint model,
and 642 resumes for training our complete joint model for
jointly identifying entity mentions and sentence chunks. We
evaluated our approach on a dataset of 175 resumes contain-
ing 597 and 648 gold-standard relation mentions of EDU and
CAREER, respectively.

Evaluation: Any gold-standard relation mention of type r
is counted as a true positive if there is a “matching” predicted
relation mention of type r, otherwise it is counted as a false
negative for type r. Here, two relation mentions are consid-
ered to be “matching” only if ALL (strict evaluation) of their
corresponding entity mention arguments are matching with
at least 80% string similarity between them. All the remain-
ing predicted relation mentions of type r which are not true
positives, are counted as false positives for r.

Baseline: We used a rule-based baseline approach for ex-
tracting relation mentions of EDU and CAREER. This ap-
proach assumes that entity mentions have been already ex-
tracted. Here, we use the ensemble of 3 entity extractors
- only horizontal BiLSTM-CRF layers of the joint model,
Erules and ECRF . This approach starts from an entity men-
tion which is a pivot entity argument for a relation type and
then attaches entity mentions of other entity arguments in the
vicinity (±4 sentences) to construct a relation mention. How-
ever, there are several constraints and exceptions incorporated
in this attachment decision. Similar to an expert system, this
effort-intensive approach has been developed over time by in-
corporating several human observations regarding how career
and education details are mentioned in resumes.

Results and analysis: Table 2 depicts the performance of
our proposed techniques as compared to the baseline, for
the test dataset of 175 resumes. Our proposed techniques
- joint model and its variant pipeline model, both perform
considerably better than the baseline, achieving almost 10%
higher macro-F1 score. For EDU, the pipeline model achieves
the highest F1-score whereas for CAREER, the joint model
achieves the highest F1-score. We plan to develop deeper in-
sights regarding the nature and types of relations for which
joint model performs better than the pipeline, as a future
work. Table 2 also shows that the two independent en-
tity extraction techniques Erules and ECRF help in improv-
ing the F1-score. This highlights the importance of tradi-
tional features-based machine learning, linguistic rules and
gazetteers as well as their complementary contribution to
deep learning based techniques for a real-life domain-specific
IE system.

Implementation details: We use 100 dimensional pre-
trained GloVe word embeddings (dw = 100) and use 20 di-
mensional POS and NER tags embeddings (dp = de = 20).
Number of hidden units in each direction of horizontal BiL-
STM layer, i.e., dh is 300. Number of hidden units in each
direction of vertical BiLSTM layer, i.e., dv is 500. We use
dropout layers for regularization where dropout with prob-
ability 0.1 is applied on input of both horizontal and verti-
cal BiLSTM layers. Similarly, dropout with probability 0.4
is applied on output for both horizontal and vertical layers.
We use Adam optimizer with the learning rate of 0.001. The
joint model is trained in 4 steps - (i) only autoencoder part is
trained for 7 epochs for optimizing lAE using batch size of 32
sentences, (ii) only horizontal BiLSTM-CRF layer is trained
for 7 epochs for optimizing lAE + lhword−seq + lhper−word us-
ing batch size of 32 sentences, (iii) only vertical BiLSTM-
CRF layer is trained for 5 epochs for optimizing lvsent−seq +

lhper−sent using batch size of 4 documents (resumes), while
keeping horizontal BiLSTM-CRF layer weights frozen, and
(iv) finally all the layers are trained jointly for optimizing
ltotal for 5 epochs using batch size of 4 resumes. All the hy-
perparameters are tuned on a random subset of 20% training
instances held out as validation set. Once the best hyperpa-
rameters are found, then the complete training dataset is used
to train the final joint model.

Entity type Precision Recall F1

Degree 0.874 0.805 0.838
Marks 0.940 0.853 0.894
Institute 0.890 0.827 0.857
YearOfPassing 0.959 0.894 0.925
Employer 0.937 0.813 0.871
Duration 0.922 0.753 0.829
Designation 0.877 0.720 0.791

Table 3: Entity extraction performance on the test dataset for the
“Joint model” setting in Table 2



EDU CAREER Overall

P R F1 P R F1 Macro-F1

Baseline 0.633 0.566 0.598 0.520 0.511 0.516 0.557
Baseline without Erules and ECRF 0.612 0.514 0.559 0.569 0.444 0.499 0.529

Pipeline model 0.707 0.672 0.689 0.673 0.582 0.624 0.657
Pipeline model without Erules and ECRF 0.620 0.533 0.573 0.622 0.478 0.541 0.557

Joint model 0.714 0.656 0.684 0.706 0.585 0.640 0.662
Joint model without Erules 0.708 0.62 0.661 0.693 0.542 0.608 0.635
Joint model without ECRF 0.709 0.648 0.677 0.695 0.556 0.618 0.648
Joint model without Erules and ECRF 0.648 0.533 0.585 0.641 0.442 0.522 0.554

Table 2: Relation extraction performance on the test dataset of 175 resumes (averaged over 3 runs) (Table 3 shows the F1-scores for individual
entity types, corresponding to the “Joint model” setting)

5 Deployment Experience
We discuss three key aspects of our experience in deploying
our relation extraction technique: handling drift in content
and style of resumes, handling noise in entity extraction and
not opting for transformers-based models for encoding sen-
tences. In order to handle the drift, we employ a strategy of
iterative deployment based on revised models through active
learning. E.g., in the previous deployment cycle, we used the
joint model trained on 542 resumes. While this model was in
use, we also generated an uncertainty score for each resume
which was processed through our system, using uncertainty
sampling based active learning [Settles and Craven, 2008].
After a month of deployment, we chose 100 resumes with
the highest uncertainty scores from the thousands of resumes
which were processed. Human annotators then provided the
correct entity and section labels for these resumes and a new
joint model was re-trained on 642 resumes. We observed the
improvements of 2.2 and 0.9 in F1-scores of EDU and CA-
REER relation mentions respectively on the same test dataset
of 175 resumes. On similar lines, the sequence autoencoder
is re-trained by adding the new resumes periodically.

Unlike existing N-ary cross-sentence relation extraction
techniques such as [Peng et al., 2017], our techniques do
not rely on availability of gold-standard entity mentions. In
a real-life scenario, we are restricted to use predicted entity
mentions and hence our technique needs to be robust to pos-
sible noise in the predicted entity mentions. We observed that
our approach is tolerant to some of the errors in entity ex-
traction. E.g., even if an entity mention is a false positive,
it does not lead to a false positive relation mention unless
the vertical BiLSTM-CRF layer identifies the corresponding
sentence as a part of a relation indicating sentence chunk.
Hence, we trained the joint model on a dataset where for a
subset of resumes predicted entity labels are used rather than
gold-standard entity labels. This makes the joint model more
tolerant towards errors in entity extraction during inference.

We did not opt for transformers-based models like
BERT [Devlin et al., 2018] for encoding resume sentences
and rather chose to use BiLSTM layer along with pre-trained
GloVe word embeddings. The proposed technique is a part of
a deployed Resume Information Extraction system where we
have to cater to a demand of very fast extraction time for each
resume. We found BiLSTM-based sentence encoder to be

much better in terms of speed and hardware constraints (our
system is deployed on only CPU-based servers). As our joint
model needs to keep an entire resume in memory during train-
ing and inference, we would need GPUs with large memory
and these are not feasible within our cost constraints. More-
over, the language used in resumes is quite different from the
text on which BERT is pre-trained. Hence, we would not
have obtained much benefit from such transfer learning. We
observed this fact when we tried BERT-based entity extrac-
tion algorithm for entity extraction which gave us comparable
accuracy with respect to existing GloVe-based BiLSTM-CRF
entity extraction. Therefore, we preferred to use GloVe-based
LSTM sequence autoencoder to specifically learn sentence
representations for resume sentences.

6 Ethical Considerations
We understand that the most important ethical consideration
for us is data privacy, as the resumes contain sensitive per-
sonal, career-related, educational and other information. All
the resumes in our training as well as evaluation datasets were
annotated by only the employees of our organization, who
have signed the necessary Non-disclosure Agreement (NDA)
to ensure the privacy of the data mentioned in the resumes.
We also did not use any kind of crowd-sourcing for these an-
notation efforts. Further, the system does not extract any in-
formation like gender, religion or mother tongue which may
lead to bias of any kind.

7 Conclusions and Future Work
In this paper, we proposed to model education and career de-
tails mentioned in resumes in the form of well-defined se-
mantic relations. These relations are complex in nature in the
sense that they can be N-ary, cross-sentence and may allow
partial relation mentions with empty entity arguments. We
proposed a joint neural model based technique for extract-
ing mentions (tuples) of such complex semantic relations,
along with entity mentions. Our technique is embedded in
a larger resume information extraction system of our orga-
nization which is currently in use by several customers. In
future, we wish extend our technique for extraction of similar
complex semantic relations for domains other than resumes.
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